INTRODUCTION

Meta-analyses should be analytic and deductive. In a review of the state of the science of meta-analysis in the previous volume of Epidemiologic Reviews, a list of definitions and synonyms of meta-analysis was given: "overview, pooling, data pooling, literature synthesis, data synthesis, quantitative synthesis, and quantitative review" (1, p. 154). Indeed, most meta-analyses are more synthetic than analytic: They produce a summary, such as an aggregate relative risk and 95 percent confidence interval, from a set of individual studies and stop there. Such a "meta-synthesis" has an inductive approach, i.e., generalization from a set of particular observations. By contrast, a deductive approach starts with alternative generalizations (hypotheses) and uses particular observations to discriminate among them. The causal hypothesis of primary interest is considered corroborated if competing hypotheses do not stand up to the evidence (2).

The words "inductive" and "deductive" here have the meanings used in logic (3). Induction is the inference "If true for A, then true for B" when A is a part, sample, or special case of B. When epidemiologists infer that a relation probably holds in the general population because it holds in a study population, they are using inductive inference. Deduction is the opposite—to infer "If not true for A, then not in general true for B" when A is part of B. When epidemiologists use likelihoods in calculations, i.e., hypothesize that a relation holds in the general population and then ask how probable the study data are given this hypothesis, they are using deductive inference.

The need for a deductive (refutationist, Popperian) approach to epidemiology has been asserted (2, 4–7) and disputed (7–9) but rarely demonstrated using concrete examples (2). This review provides such a demonstration. By example more than theoretical arguments, it illustrates a refutationist principle: Like differential diagnosis of ambiguous symptoms, causal inference proceeds by the deductive process of ruling out noncausal alternative explanations. The example presented is a meta-analysis of epidemiologic evidence for and against the existence of a causal relation between ethanol intake and risk of myocardial infarction in particular and coronary heart disease in general.

Dickersin and Berlin (1) stressed that a meta-analysis should go beyond weighted averaging of several studies' results and include analyses aimed at explaining inconsistencies. I would go further and recommend that such analyses include ancillary data relevant to competing hypotheses and be structured using deductive reasoning, as shown below. In an earlier volume of Epidemiologic Reviews, Greenland concluded, "Meta-analytic and narrative (qualitative)
aspects of research review can and should be complementary ... ... causal explanation of similarities and differences among study results noted in a meta-analysis is a qualitative aspect of the review, and thus outside the realm of statistical meta-analysis” (10, p. 28). He used the word “outside” heuristically. Here I show how the qualitative and quantitative realms are intricately interwoven.

**HYPOTHESES**

Meta-analyses, like all research studies, should begin with competing hypotheses. Data do not speak for themselves. Without at least rudimentary hypotheses, observation itself is not possible. Precise prior hypotheses improve an investigator’s powers of observation.

This review begins by articulating alternative hypotheses for how and why ethanol intake may be related to incidence of myocardial infarction. Fatal coronary disease and mixed coronary outcomes are considered as proxies (with lower specificity) for the purer outcome, infarction. We are not concerned here with total coronary disease or total mortality, for which a whole series of additional hypotheses would need to be considered.

Hypotheses concerning the relation of ethanol intake to risk of infarction include: 1) the null hypothesis, that the dose-response relation is flat; 2) the causative hypothesis, that ethanol is a risk factor; 3) the preventive hypothesis, that ethanol intake reduces risk; and 4) a large set of “distortion hypotheses”: publication bias, selection bias, outcome misclassification bias, exposure misclassification bias, confounding, or reverse causation (the outcome influences the probability of exposure).

Many combinations of these hypotheses are possible, as figure 1 illustrates. For example, in the third row and second column of figure 1, the “U-hypothesis” (11) is illustrated, i.e., the hypothesis that ethanol is preventive at low doses and causative at high doses.

The most popular distortion hypotheses are that the higher incidence of infarction among teetotallers may be due to contamination by: 1) former moderate drinkers who decided to quit when they became sick, because they believed alcohol to be a risk factor (reverse causation); 2) current heavy drinkers who lie about their intake (pure exposure misclassification); 3) former heavy drinkers, many of whom are former or current heavy smokers (exposure misclassification and confounding); and 4) nondrinkers...
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**FIGURE 1.** Array of competing hypotheses about the shape of the dose-response relation between ethanol intake and risk of coronary heart disease. Causal relations are shown by solid lines, and distortions (deviations of the empirical association from the underlying causal relation) are shown as broken lines.
who are more sedentary and obese than the average drinker, or who get more of their dietary energy from fats than the average drinker (pure confounding).

Among the consequences of beginning a meta-analysis with a set of hypotheses are:
1) a broader search of the literature for evidence, preferably meta-analyses, concerning competing hypotheses (e.g., the relations of ethanol intake to Type A personality and of Type A personality to heart disease); 2) greater alertness to such evidence in reports from studies of the causal relation of interest (e.g., calculation of an estimate of selection bias by comparing components of a hospital control group); and 3) categorization of studies by more study characteristics pertinent to tests of competing hypotheses in meta-regression (e.g., whether ex-drinkers were excluded from the nondrinker group).

METHODS

Like a deductive approach to multivariate analysis (2), a deductive meta-analysis presents not a single conclusion but a description of the survival or refutation of hypotheses over a course of tests against data and against each other. From the first stage of selecting evidence to the final sensitivity analyses and writing of the report, the goal is to discriminate among competing hypotheses.

Selection of studies

An important competing hypothesis is that publication bias has distorted the overall relation between ethanol and infarction in the total body of published data. Tracking down all unpublished data may be the best way of avoiding publication bias when meta-analyzing randomized controlled trials, but with nonexperimental studies, there is no clear criterion analogous to "all patients randomized." "All patients studied" would include any cohort, case-control, cross-sectional, or even ecologic study that collected data on alcoholic drinks and heart disease. Thus, including all published and retrievable unpublished reports may make a meta-analysis of nonexperimental data more, rather than less, susceptible to publication bias. This is a special case of the well known trade-off between precision and bias, i.e., between quantity and quality of data.

To refute publication bias, sometimes it may be better to restrict the meta-analysis to study populations that are relatively immune to the bias. In the case of ethanol and infarction, recent reports giving data on multiple covariates from large, well known cohorts with ongoing funding are probably relatively immune compared with the average case-control study. However, even investigators of well known cohorts are apt to delay publication until an association "achieves statistical significance."

The present meta-analysis aimed for an initially inclusive selection of studies, but in testing of competing hypotheses, the selection was inevitably whittled down to those providing the best data, i.e., those most resistant to uncertainty concerning competing hypotheses. Studies published between 1968 and early 1993 were identified by a MEDLINE® search (National Library of Medicine) and were supplemented with additional references cited in previous reviews (11, 12). This review focused on data from 42 reports (13–54). Twenty-seven reports (55–81) were immediately excluded, mainly because of overlapping data, but also because of weaknesses: use of prevalent cases (72, 78), crude exposure groupings (58, 63, 64, 76, 81), a combination of mixed outcomes and small numbers (66, 69, 75), or limited analyses (55, 60, 61). Criteria for choosing which reports to include when there were multiple reports from the same cohort were (in order of priority):

1. Nonfatal myocardial infarction was the outcome, because fatal and mixed outcomes have lower specificity.
2. Ethanol intake was categorized in more detail, because this enabled better assessment of the shape of the dose-response curve.
3. Cases were more numerous.
Data from some of the omitted reports were used in subsidiary analyses. Data related to competing hypotheses were sought from sources other than studies of ethanol and heart disease but less systematically, a weakness discussed below.

**Data extraction and unification**

For testing of exposure misclassification bias, some studies (58, 63, 64, 76, 81) were excluded because of inadequate exposure assessment. For example, the Walnut Creek Contraceptive Drug Study (58) classified subjects only as drinkers or nondrinkers, and the study of Italian rural men (81) had, as the lowest category of intake, 40 g/day or less of ethanol.

The quality of exposure information in the included studies varied greatly. All studies used self-reported beverage consumption frequencies, but some (16, 19, 20, 22, 38, 53) asked only one question about alcoholic beverages, rather than separate questions for beer, wine, and liquor. There were large differences in time periods to which the questions referred: the 24-hour period before the interview (26), the past 2–3 days (45), the past week (39, 49), the past month (30, 36, 52), the past year (22, 27–29, 51), and “usual” frequency (table 1). The number of levels of intake into which subjects were classified ranged from two to more than 10.

A level of ethanol intake was assigned to each relative risk using the following algorithm:

1. If the mean intake of alcoholic drinks within a subgroup was provided or could be estimated from a table or graph of the distribution, the only conversion made was to express intake in grams of ethanol per day, assuming that one drink contains 13 g of ethanol.

2. If the paper defined subgroups using contiguous intervals of ethanol levels (e.g., 0.1–1.0, 1.1–29, and ≥30 ounces/month), the cutpoints were converted to grams of ethanol per day and the mean intake in each interval was estimated, assuming that the study had the same distribution of alcohol intakes as the National Health Interview Survey (82).

3. If subgroups were defined by the most common values (e.g., <1, 1–2, or ≥3 drinks/day), then the scale was converted to a set of contiguous intervals, picking logical cutpoints between the common values (e.g., 0.75 drinks/day as the cutpoint between <1 and 1–2 drinks/day); the cutpoints were converted to grams of ethanol per day, and the mean for each interval was estimated as indicated above.

4. When subgroups were defined in more unusual ways, these were translated into contiguous intervals as well as possible, and the above steps were implemented.

For testing the hypothesis that the dose-response curve was distorted by error in this algorithm, sensitivity of the results to exposure classification was assessed by changing assumptions and repeating the regressions.

**Quadratic meta-regression**

To test competing hypotheses fairly, we need a method of meta-regression that does not force one shape on the data. In the Albany Study (47), for example, the regression forced a straight line and obscured a U-shape apparent in the crude data. Quadratic regression accommodates many more shapes than does linear regression. Recently a method (83) was described for quadratic meta-regression of dose-response data, which takes account of the fact that dose-specific relative risks are never independent. (Their interdependence arises from sharing the same reference group, and results in double—or multiple—counting of the uncertainty of the denominator of each ratio.) The one-step “pool-first” method was used: The dose-specific confounder-adjusted logarithms of the relative risks from all studies were pooled, and a curve was fitted by weighted quadratic regression. The weights were the inverses of the covariance-adjusted
TABLE 1. Characteristics of cohort studies (1968-1993) of ethanol intake and fatal or nonfatal coronary heart disease that were included in a meta-analysis that suggested an L-shaped dose-response relation.

<table>
<thead>
<tr>
<th>Cohort study (in chronologic order)</th>
<th>Exposure assessment</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Instrument*</td>
<td>Time†</td>
</tr>
<tr>
<td>Honolulu Heart Study (23, 24)</td>
<td>I</td>
<td>Ever</td>
</tr>
<tr>
<td>Chicago Western Electric Company Study (33)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yugoslavia Cardiovascular Disease Study (25, 34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kaiser Permanente matched cohorts study (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whitehall Study (45)</td>
<td>I</td>
<td>Current</td>
</tr>
<tr>
<td>Puerto Rico Heart Health Program (26)</td>
<td>E</td>
<td>Current</td>
</tr>
<tr>
<td>North Karelia Project (eastern Finland) (36)</td>
<td>I</td>
<td>Current</td>
</tr>
<tr>
<td>Framingham Study (46)</td>
<td>E</td>
<td>Current</td>
</tr>
<tr>
<td>Study of Massachusetts elderly (37)</td>
<td>I</td>
<td>Current</td>
</tr>
<tr>
<td>Study of Japanese physicians (38)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>Lipid Research Clinics Follow-up Study (39)</td>
<td>Q</td>
<td>1 year</td>
</tr>
<tr>
<td>British Regional Heart Study (48)</td>
<td>I</td>
<td>Ever</td>
</tr>
<tr>
<td>Albany Study (47)</td>
<td>E</td>
<td>Current</td>
</tr>
<tr>
<td>Albany Study (47)</td>
<td>E</td>
<td>Current</td>
</tr>
<tr>
<td>Finnish Mobile Clinic Health Survey (40)</td>
<td>I</td>
<td>Current</td>
</tr>
<tr>
<td>Nurses' Health Study (28)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>American Cancer Society Prospective Study (women) (32)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>Kaiser Permanente cohort study (27)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>Nutrition Canada Survey Cohort Study (44)</td>
<td>I</td>
<td>Current</td>
</tr>
<tr>
<td>Finnish rural cohorts of the Seven Countries Study (30)</td>
<td>E</td>
<td>30 days</td>
</tr>
<tr>
<td>St. James Survey (Trinidad) follow-up (49)</td>
<td>I</td>
<td>1 week</td>
</tr>
<tr>
<td>NHANES I Epidemiologic Follow-up Study (43)</td>
<td>E</td>
<td>Current</td>
</tr>
<tr>
<td>American Cancer Society Prospective Study (men) (31)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>MRFFIT (50)</td>
<td>I</td>
<td>Current</td>
</tr>
<tr>
<td>Alameda County Study (42)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>Normative Aging Study (51)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>Established Populations for Epidemiologic Study of the Elderly (52)</td>
<td>Q</td>
<td>1 year</td>
</tr>
<tr>
<td>Busselton Population Study (53)</td>
<td>Q</td>
<td>Current</td>
</tr>
<tr>
<td>Copenhagen Male Study (54)</td>
<td>Q</td>
<td>Current</td>
</tr>
</tbody>
</table>

* Instrument used to measure ethanol intake. Q, questionnaire; I, interview; E, either Q or I in connection with a physical examination.
† Time period defining "nondrinker"; i.e., the period to which questions on alcohol intake referred.
‡ No. of levels into which alcohol drinkers were categorized.
§ Types of outcome: N, nonfatal myocardial infarction; F, fatal coronary heart disease; M, a mixture of nonfatal and fatal coronary outcomes.
‖ RR, relative risk of coronary disease, a weighted average of all relative risks for ethanol doses of ≥10 g/day.
‡‡ NHANES I, First National Health and Nutrition Examination Survey; MRFFIT, Multiple Risk Factor Intervention Trial.

variances of the logarithms of the relative risks. Quadratic regression analyses of the square root of ethanol intake were also conducted.

For testing the hypothesis that contamination of the nondrinking reference group was distorting the shape of the curve, a similar regression was carried out with an indicator term for studies that did not separate ex-drinkers from never drinkers.

For testing the preliminary global hypothesis that one or more biases or effect modification, rather than random sampling variation, accounted for differences among studies, heterogeneity was assessed by computing a goodness-of-fit statistic, Δ, the root
weighted-mean square of the residual deviation (on the logarithmic scale) of each observed relative risk (RR) from the corresponding relative risk predicted by the regression (RR_p):

$$\Delta = \left\{ \left( \sum_{i=1}^{n} w_i (\ln RR_i - \ln RR_p) \right)^2 / (n - t) \right\}^{0.5},$$

where \( n \) is the number of relative risks, \( w_i \) is the weight given to each RR (the covariance-adjusted inverse variance of the logarithm of RR), and \( t \) is the number of terms in the regression model (84, 85). The summation in the numerator of \( \Delta \) has a chi-squared distribution with \( n - t \) degrees of freedom. If each study population were a perfect random sample from a single common source population, the expected value for \( \Delta \) would be about 1.0. If the observed \( \Delta \) is significantly greater than 1.0, it represents "beyond-random" variation (i.e., heterogeneity) among relative risks, and serves as a crude estimate of the net systematic variation caused by bias or effect modification. Possible causes of heterogeneity were explored by deleting individual studies that appeared to be outliers, by deleting certain types of study, or by repeating the regression with indicator terms for study flaws and characteristics.

For testing the hypotheses that weaker study designs and nonspecific outcome measures were distorting results, separate quadratic meta-regressions were carried out for: 1) case-control studies of nonfatal infarction (13–18); 2) case-control studies of coronary deaths (19–22); 3) case-control studies with population controls, combining both nonfatal and fatal cases (18–22); 4) cohort studies with nonfatal infarction as the outcome (23–29); 5) cohort studies with coronary death as the outcome (28–30, 33–41, 43, 50, 51, 53, 54), excluding the huge American Cancer Society studies (31, 32), which had more cases than all other cohorts combined; 6) cohort studies with other or mixed outcomes: coronary artery bypass grafts or percutaneous transluminal coronary angioplasty (29); a combination of nonfatal and fatal heart disease, including angina (26, 46, 47, 49); coronary insufficiency (26); or cardiovascular death including stroke (44, 45, 48, 52); and 7) cohort studies of women with any cardiovascular outcome (27, 28, 32, 35, 37, 39, 41–44, 46, 53, 58).

### Incremental relative risks and regression

Even a quadratic model may distort a dose-response relation: A kink in the true curve may be smoothed over. Given enough data, therefore, shape is better assessed using nonparametric methods; for example, incremental relative risks (86) or moving line regression (87).

Dose-specific relative risks from all cohort studies were pooled for an incremental regression, a variation on moving line regression, as follows. The first step was a regular weighted linear regression between 0 and 2.0 g/day of ethanol. No intercept term was used, thus forcing the line through the origin. A meaningful central point on this first regression line—0.8 g/day (about two standard drinks per month), at which the relative risk was 0.95—was taken as the origin for the next weighted regression, in the interval 0.8–5.0 g/day. At a meaningful central point in this next interval—3.8 g/day (about two drinks per week), the coefficient represents the logarithm of the incremental relative risk for an increase from two drinks per month to two drinks per week. By repeating this process, the dose-response relation was described for dose increments from two drinks per week to four drinks per week to one, two, five, and about 10 drinks per day. Similar incremental regressions were carried out with varying bandwidths. After an L-shape was found (i.e., a drop in risk at low doses, followed by a plateau in risk above one drink per day), overall nonincremental regressions were carried out assuming an L-shape.

For retesting the hypothesis that higher incidence in nondrinkers was due to contamination of the nondrinkers with ex-drinkers, incremental analyses were repeated in the low-dose range, limited to data from studies that separated ex-drinkers from...
nondrinkers and had a category of occasional (less than daily) drinkers (23, 27, 35, 38, 42), and by including in the meta-regression an indicator term for studies that did not separate ex-drinkers from non-drinkers.

Quantifying bias

Rather than addressing the possibility of confounding and misclassification bias simply qualitatively, the magnitude of confounding was estimated by computing a relative risk ratio where possible. For example, the crude relative risk before age adjustment was divided by the age-adjusted relative risk to obtain the relative risk ratio for age. This ratio represents the spurious relative risk that would have been observed if age were the only confounder and ethanol had no causative or preventive effect. It is an estimate of the parameter $U$, which quantifies confounding (10). Greenland advocates adjusting relative risks using these ratios (10, 88). Such adjustments should be treated as sensitivity analyses, and ideally should incorporate information on uncertainty of the ratio estimates. In this meta-analysis, such adjustments were not made, because with so many good large cohort studies, it was possible to analyze separately in the regression those studies with adequate internal adjustments. The relative risk ratio was also used to quantify possible bias due to non-differential misclassification.

Inclusion of study characteristics in regressions

For testing the hypothesis that a particular combination of study flaws might account for the association, multivariate meta-regressions were performed. Indicator terms were assigned to individual relative risks or studies, indicating the presence or absence of a study flaw (e.g., contamination of nondrinkers with ex-drinkers, a nonspecific outcome measure, no control of confounding by age). When the study characteristic could be quantified, ordinal or continuous variables were assigned (e.g., number of exposure categories, number of years of follow-up). The model was fitted by "forward elimination" (2), i.e., starting with the crude association of interest and adding terms for potential biases to see which combinations of study flaws and characteristics might explain the association, based on the change-in-estimate criterion (89).

Some authors use additional quality weighting according to a systematic assessment of study quality by a panel of reviewers (90). This can be viewed as analogous to expanding the confidence interval of each relative risk to reflect the panel's judgment of the amount of additional uncertainty due to departures from perfect study quality. The weaknesses of this approach are that it attributes no directionality to the uncertainty (the confidence interval is widened equally in both directions) and it assigns a magnitude of uncertainty based more on personal judgment than on the data at hand. By contrast, multivariate meta-regression of relative risks on study characteristics allows estimation of the directionality and magnitude of bias (i.e., the relative risk ratio) attributable to each hypothesized flaw, conditional on other hypothesized flaws. Thus, multiple hypotheses about distortions can be tested.

RESULTS

Refutation of publication bias

In his meta-analysis of coffee intake and coronary risk (89), Greenland cited 14 cohort studies, seven (91–97) of which did not contribute to the present meta-analysis because I found no published reports from them concerning ethanol intake. The seven cohorts yielded a total of 2,378 coronary outcomes, which compares with 38,432 cases from the American Cancer Society studies and 19,413 from the other cohorts included in this review. Let us assume that all of these cohort studies had data on ethanol intake and, to be conservative, that the association in these studies between ethanol and coronary disease was positive (i.e., in the opposite direction from what is reported here). Suppose the average relative risk in these other cohorts were 1.2, because if it had been greater we would expect to have seen reports of significant positive associa-
tions. This would amount to a hypothetical relative risk ratio of 1.02 for publication bias due to exclusion of these cohorts. Such a weak bias would have negligible influence on our conclusions.

The relation of ethanol intake to risk of heart disease has been a prominent controversial topic for long enough that null findings should now be as interesting and publishable as non-null results. In the present review, therefore, publication bias was considered reduced in analyses that effectively were restricted to recently reported cohort studies. It turned out that controlling for study quality in the meta-regressions effectively controlled for recency of publication, because the quality of design and analysis of epidemiologic studies has improved over the decades. The best studies are the recently published large cohort studies that use multivariate methods.

On the basis of this evidence and the quality of excluded reports, I hypothesize that exclusion of unpublished and inadequately analyzed data from the meta-regression probably did not produce much bias. Unfortunately, the alternative explanation, that publication bias is a major cause of the observed association, will remain unrefuted until further empirical studies of publication bias are carried out (98, 99).

Publication bias also operates against evidence concerning competing hypotheses. Analyses of selection bias and misclassification bias at low doses of alcohol consumption are hard to find (although there is a great deal of literature concerning heavy drinkers). Although I found some meta-analyses concerning potential confounders (100–103), a more thorough search of the literature for ancillary data concerning hypothesized confounders was not within the resources available. Even within the studies of ethanol and infarction themselves, there was plenty of "semi-publication" bias; most reports gave only glimpses of the impact of adjusting for covariates.

Refutation of selection bias

It was not possible to refute selection bias or recall bias as an explanation for the associations seen in case-control studies. The heterogeneity among relative risks from case-control studies was much greater than would be expected from random sampling variation ($\Delta = 2.4; p < 0.001$). Such heterogeneity could be due to bias or effect modification. Repetition of regressions after deletion of outliers indicated that the heterogeneity was not due to a few deviant points or a single deviant study.

Selection bias probably occurred in studies with hospital controls (13–16). In two (13, 16) of those studies, patients with cholecystectomies or trauma were not excluded from the control groups; gallstones and accidents are now known to be related to ethanol intake (104, 105). In two others (14, 15), 40 percent of the controls had been admitted for disc disorders. Both studies found the same elevated ethanol intake among patients with disc disorders as compared with the other hospital controls, equivalent to a relative risk of 1.3. If this finding is real, it would have exaggerated the ethanol-infarction association, corresponding to a relative risk ratio of 0.88 for occasional drinking (table 2). Excluding studies with hospital controls (13–17) only slightly reduced the heterogeneity ($\Delta = 2.2$). Inclusion of indicator terms for women and fatal outcomes in the meta-regression (table 2) further reduced the heterogeneity ($\Delta = 2.0; p < 0.001$), but it was still too large.

Although effect modification is a possible explanation for the large remaining heterogeneity, we cannot rule out selection bias, especially because the exposure of interest—alcohol drinking—is believed to be related to sociability and antisocial behavior in complex ways. Therefore, to guard against selection bias, I excluded case-control studies from further meta-analyses. Data from population-based case-control studies are shown in figure 2.

Refutation of chance

Each of the three quadratic meta-regressions of cohort data yielded similar results: a significant inverse association with significant positive curvature (table 3). Quadratic models fitted well to relative risks for
TABLE 2. Estimated relative risk ratios for hypothesized sources of bias and effect modification in case-control studies of ethanol intake and risk of coronary heart disease

<table>
<thead>
<tr>
<th>Source</th>
<th>RRR*</th>
<th>95% CI*</th>
<th>Studies</th>
<th>Estimation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital control bias</td>
<td>2.1</td>
<td>0.5-8.5</td>
<td>All case-control studies (13-22)</td>
<td>RR for 10 g/day of ethanol from meta-regression of data from hospital case-control studies divided by the same RR for population control studies.</td>
</tr>
<tr>
<td>Hospital control bias</td>
<td>0.88</td>
<td>0.77-1.0</td>
<td>Northeastern US studies (14, 15)</td>
<td>$1 + 0.40 \times (RR - 1)$, where RR is the odds ratio for drinkers vs. nondrinkers, comparing controls with disc disorders (40%) with the rest of the hospital controls.</td>
</tr>
<tr>
<td>Proxy interviewee for deceased cases, controls</td>
<td>0.7</td>
<td>0.4-1.0</td>
<td>Studies with population controls (16-22)</td>
<td>RRR for fatal outcomes relative to the RR for nonfatal outcomes from meta-regression, assuming an L-shaped dose-response curve.</td>
</tr>
<tr>
<td>Effect measure modification</td>
<td>0.6</td>
<td>0.4-0.8</td>
<td>Studies with population controls (16-22)</td>
<td>RRR for females relative to the RR for males from meta-regression.</td>
</tr>
</tbody>
</table>

* RRR, relative risk ratio, the ratio of the unadjusted relative risk (RR) to the adjusted relative risk; CI, confidence interval.

FIGURE 2. Estimates of the relative risk (RR) of coronary heart disease in relation to ethanol intake, from population-based case-control studies. Circles represent relative risks from studies of nonfatal myocardial infarction and crosses those from studies of fatal coronary heart disease.

nonfatal infarction ($\Delta = 1.10; p = 0.1$) and mixed outcomes ($\Delta = 1.15; p = 0.1$), but not well for fatal disease ($\Delta = 1.7; p < 0.001$). The fit for fatal outcomes was little improved ($\Delta = 1.7$) by inclusion of terms for study flaws and characteristics (inclusion of ex-drinkers with nondrinkers, no control for age, no control for smoking, number of years of follow-up, number of exposure categories). Exclusion of the relative risks from...
TABLE 3. Quadratic models of weighted logarithms of dose-specific relative risks from cohort studies of ethanol intake and risk of nonfatal myocardial infarction (MI), fatal coronary heart disease (CHD), and mixed CHD outcomes*

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Regression coefficients†</th>
<th>Goodness of fit (p)</th>
<th>Risk for ≥10 g/day (≥1 drink/day)‡</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ƒ(X)  SE†  ƒ(X²)  SE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonfatal</td>
<td>-21.3  3.5  0.157  0.042</td>
<td>0.1 0.82 0.76–0.89</td>
<td></td>
</tr>
<tr>
<td>Fatal CHD</td>
<td>-6.6  0.7  0.059  0.008</td>
<td>&lt;0.001 0.94 0.91–0.97</td>
<td></td>
</tr>
<tr>
<td>Mixed CHD</td>
<td>-11.0 2.5  0.092  0.026</td>
<td>0.1 0.90 0.85–0.96</td>
<td></td>
</tr>
</tbody>
</table>

* Weights were inverses of covariance-adjusted variances of the logarithms.
† Change in the logarithm of the relative risk per g and per g² of ethanol intake.
‡ Reference group was nondrinkers.
§ SE, standard error (×10⁻³); RR, relative risk; CI, confidence interval.

the American Cancer Society female cohort (32) reduced Δ to 1.5 (p < 0.001).

Incremental regression clarified the shape of the curve. Combining all cohort data, there appeared to be a decline in risk at doses up to one half drink per day, with little further change in risk associated with drinking more than one half drink per day (table 4 and figure 3). The resulting L-shape resembles a saturation effect, as if all of the hypothesized protective effect occurred at low doses.

Combining relative risks for all three types of outcomes, the fit of a quadratic model (Δ = 1.6; p < 0.001) was no better than that for an L-shaped curve that was linear between 0 and 10 g of ethanol per day, with saturation (flattening) above 10 g/day (Δ = 1.6). Addition of indicator terms for fatal and mixed outcomes, ex-drinkers in the nondrinker group, no control for age, no control for smoking, control for fewer than four variables, and female subjects reduced

TABLE 4. Incremental relative risks (iRRs) for each increment in ethanol intake, and corresponding dose-specific relative risks (RRs), from cohort studies of ethanol intake and coronary heart disease

<table>
<thead>
<tr>
<th>Frequency of consumption (no. of drinks)</th>
<th>Ethanol intake (g/day)</th>
<th>iRR*</th>
<th>95% CI†</th>
<th>RR‡</th>
<th>Shifted 95% CI§</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1.0</td>
<td>Reference</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2/month</td>
<td>0.8</td>
<td>0.95</td>
<td>0.73–1.24</td>
<td>0.95</td>
<td>0.73–1.24</td>
</tr>
<tr>
<td>2/week</td>
<td>3.8</td>
<td>0.92</td>
<td>0.88–0.97</td>
<td>0.88</td>
<td>0.83–0.92</td>
</tr>
<tr>
<td>4/week</td>
<td>7.5</td>
<td>0.88</td>
<td>0.76–1.01</td>
<td>0.77</td>
<td>0.67–0.89</td>
</tr>
<tr>
<td>1/day</td>
<td>13</td>
<td>1.19</td>
<td>1.07–1.31</td>
<td>0.91</td>
<td>0.82–1.01</td>
</tr>
<tr>
<td>2–3/day</td>
<td>30</td>
<td>0.91</td>
<td>0.85–0.98</td>
<td>0.83</td>
<td>0.77–0.89</td>
</tr>
<tr>
<td>4–6/day</td>
<td>60</td>
<td>0.97</td>
<td>0.88–1.08</td>
<td>0.81</td>
<td>0.73–0.90</td>
</tr>
<tr>
<td>≥7/day</td>
<td>120</td>
<td>1.17</td>
<td>1.02–1.34</td>
<td>0.95</td>
<td>0.83–1.09</td>
</tr>
</tbody>
</table>

* The iRR is the relative risk comparing consecutive levels of ethanol intake. The reference group is the subgroup of drinkers with less intake; the index group is the subgroup with greater intake. The iRRs were estimated by incremental weighted regression (a variation on moving line regression; see text) of logarithms of the RRs in the index interval, with weights equal to inverses of covariance-adjusted variances of each of the RRs in the interval. Instead of RR = 1 at 0 g/day, the origin for the regression was taken as the RR at a midpoint in the reference interval, i.e., at the level of intake specified in the first column of the preceding row of the table. The 95 percent confidence intervals were widened by multiplying the standard error by the residual deviance to account for heterogeneity among RRs in the index interval.
† CI, confidence interval.
‡ The RR for a given intake of ethanol was derived from the iRRs for the component increments (i.e., the product of the iRRs in the preceding rows).
§ The shifted 95 percent confidence interval is the 95 percent confidence interval of the iRR in the preceding row, shifted so that it is centered on the RR; it is a minimum estimate of the uncertainty of the RR.
Δ to 1.4 (p < 0.001). After adjustment of the variances for this residual heterogeneity, the relative risk for intake of 6.5 g/day (a drink every other day) was 0.76 (95 percent confidence interval (CI) 0.65–0.90). This virtually refutes the null hypothesis that the association was "due to chance." However, this means only that an unlikely scenario was refuted: that Nature had randomly assigned ethanol intake to the study subjects, yet there still occurred a chance imbalance of confounders (106).

To refute the possibility that the complexity of the meta-regression was obscuring the analysis, I also carried out simpler analyses. Weighted regression of low-dose data from five studies (23, 27, 35, 38, 42) that separated ex-drinkers from long-standing non-drinkers gave an estimated relative risk of 0.83 (95 percent CI 0.67–1.01) for one half drink per day in comparison with never drinkers. Excluding nondrinkers altogether and using occasional drinkers as the reference group in five other studies (28, 29, 46–48), it was possible to estimate an incremental relative risk of 0.88 (95 percent CI 0.81–0.96) for approximately one drink per day relative to less-than-daily drinking: This agrees with the corresponding incremental relative risk of 0.91 (95 percent CI 0.88–0.95) from the American Cancer Society studies (31, 32).

These meta-regressions of cohort data confirm that a generalizable association exists (is not due to chance), but they do not explain why it exists.

**Refutation of outcome misclassification bias**

A recent review (107) of error in diagnosis of coronary heart disease concluded erroneously that cardiologic epidemiologic
studies are unreliable because their data are inaccurate. The author overlooked the distinction between insensitivity and nonspecificity of the diagnosis. By making this distinction, we shall see that outcome misclassification cannot account readily for the ethanol-infarction association.

**Diagnosis of nonfatal myocardial infarction.** It is estimated that half of all myocardial infarctions may be silent (108). In addition, many infarctions are fatal. Therefore, the diagnosis of nonfatal myocardial infarction is clearly very insensitive to the true incidence. However, a relative risk would be unaffected by insensitivity if 1) nonspecificity is negligible (109) and 2) the insensitivity is no greater among drinkers than among nondrinkers. The specificity of the diagnosis of myocardial infarction, when confirmed by chest pain, electrocardiography, and elevated cardiac enzymes, appears to be so high that leading research does not even discuss it (110). False positive diagnoses due to myocarditis are rare (111). On the other hand, insensitivity conceivably could be differential: The anesthetic effect of ethanol might mask infarction symptoms or influence survival. However, a reviewer (112) judged the evidence to be contradictory and inconclusive on the relation of ethanol intake to pain among angina patients. Moreover, differences in pain sensitivity would not readily explain the inverse association between ethanol intake and coronary death. Likewise, the inverse association with coronary death is opposite what one would expect if the association with nonfatal infarction was due to ethanol’s causing poorer survival after infarction.

**Diagnosis of fatal coronary disease.** A diagnosis of coronary heart disease on a death certificate has less specificity than fatal acute myocardial infarction. For example, a major type of heart disease, sudden cardiac death, appears to have a positive predictive value of less than 80 percent as a proxy for fatal infarction, based on a study of resuscitated patients (113). Assuming that false positive diagnoses occur equally among nondrinkers and drinkers, calculations show that a relative risk of 0.8 for sudden fatal infarction among drinkers would be manifest as a relative risk of about 0.93 for sudden cardiac death as a whole. This would partly explain the weaker relation of ethanol to fatal outcomes than to nonfatal outcomes.

**Loss to follow-up.** Insensitivity of the outcome measure increases with loss to follow-up. However, in the major cohort studies (27–32), losses to follow-up were less than 3 percent. Only if loss were very strongly related to nonfatal disease would any bias be more than negligible in these studies.

In conclusion, we can rule out inaccuracy of diagnosis as an explanation for the apparent reduction in incidence of coronary disease at low ethanol intakes, but it could partly explain the flatness of the curve from moderate doses to high doses.

**Refutation of exposure misclassification bias**

Self-reported alcohol consumption is widely believed to be inaccurate. Differential recall, however, is mainly a problem for case-control studies, which we have already excluded. Exposure misclassification in prospective cohort studies would tend to be nondifferential (especially after stratification by risk group), because responses to the alcohol questions in the interview or on the questionnaire cannot be influenced by illness that has not yet occurred.

**Underreporting.** Most error in self-reported current alcohol intake is believed to be insensitivity, i.e., underreporting (114). This is sometimes compounded by insensitive questions. In the American Cancer Society study (31, 32) and the Multiple Risk Factor Intervention Trial (50), the “nondrinker” category must have included false negatives: drinkers who got their ethanol from beverages other than beer, wine, or whiskey. In the Puerto Rico Heart Health Program (26), the “unexposed” category included drinkers who happened to have abstained within 24 hours of the interview. Despite the resulting tendency for relative
risks to be biased toward the null, these studies showed significant associations.

**Misclassification within drinkers.** It is easier to remember whether or not you ever drank ethanol than to remember how often and how much. Therefore, incremental relative risks across different levels of drinking (excluding nondrinkers) might be more diluted toward the null, because of nondifferential misclassification, than relative risks for all drinkers versus nondrinkers. In the extreme, such unequal misclassification could cause various dose-response relations (continuously decreasing, U-shape) to be manifest as an L-shape.

How much flattening can be attributed to error in reporting of alcohol intake? Validation studies conducted within the Nurses' Health Study (115) and Health Professionals Follow-up Study (116) cohorts found that Spearman correlation coefficients of validity (comparing intakes measured by food frequency questionnaires and by the average of four 1-week diet records) were 0.90 in women and 0.86 in men. The amount of bias toward the null caused by nondifferential exposure misclassification is a function of the coefficient from a regression of "true" ethanol intake on the mismeasured variable (117). In the Nurses' Health Study, the coefficient was 0.67, which suggests that regression slopes may have underestimated the true slope by about 45 percent (117).

**Irregular drinking.** Most studies did not separate irregular drinkers from regular drinkers. From the British Regional Heart Study (48), we can calculate a relative risk of 1.2 (95 percent CI 0.83–1.9) among men who had 3–6 drinks per day on weekends only versus daily drinkers of 1–2 drinks per day. In the American Cancer Society study (31), irregular drinkers had an age- and smoking-adjusted relative risk of 1.2 (95 percent CI 1.1–1.3) relative to men who had 1–5 drinks per day. These data suggest that higher incidence among moderate irregular drinkers may obscure the apparent protective effect of regular drinking.

**Drift.** Although underestimation (insensitivity) is probably the main type of error in measuring current drinking, overestimation (nonspecificity) may be a problem when current drinking is used as a proxy for future drinking. Mean intake of alcohol declines with age in cross-sectional data, but in the United States, consumption per capita increased in the 1960s and 1970s and declined in the 1980s (118). Intake increased in the Framingham Study cohort even among patients with prior diagnoses of heart disease (46). In the Alameda County Study (42), drift of people away from their baseline status as a drinker or nondrinker was equal to a decline in positive predictive value of about 1 percent per year of follow-up, and a decline in negative predictive value of about 3 percent per year. Over 10 years of follow-up, this would produce a 20 percent dilution corresponding to a relative risk ratio of about 1.08. However, in the more recent large cohort studies, durations between exposure assessment and outcome were too short for drift to be important (Health Professionals Follow-up Study, 1.5 years; Nurses' Health Study, 4 years; Kaiser Permanente cohort study, 2.5 years).

**Ex-drinkers.** Shaper (119) hypothesized that the U-shaped mortality curve was due to contamination of the nondrinkers with ex-drinkers. Our meta-analysis allays concern. The weighted average of the relative risks for ex-drinkers relative to nondrinkers in five cohort studies (23, 28, 38, 42, 77) plus results from the Health Professionals Study (Eric Rimm, Harvard University, personal communication, 1992) was 1.07 (95 percent CI 0.89–1.28). Therefore, although it is desirable to separate ex-drinkers from long-term abstainers, failure to do so would usually cause minimal bias. In the meta-regression, the coefficient for failure to separate ex-drinkers corresponded to a relative risk ratio of 1.05 (table 5). Moreover, both the Nurses' Health Study (28) and the Health Professionals Study (29) reported that the relative risks did not change substantially after exclusion of subjects who reported recent changes in their alcohol intake.
TABLE 5. Estimated relative risk ratios for hypothesized sources of bias and confounding in cohort studies of ethanol intake and risk of coronary heart disease (CHD)

<table>
<thead>
<tr>
<th>Source</th>
<th>RRR*</th>
<th>95% CI*</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Publication bias</td>
<td>1.02</td>
<td></td>
<td>Assuming a weakly positive association (RR = 1.2) in seven</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>cohort studies not included.</td>
</tr>
<tr>
<td>Nonspecificity of sudden cardiac death</td>
<td>1.17</td>
<td></td>
<td>Based on an estimated positive predictive value of 0.8.</td>
</tr>
<tr>
<td>Fatal CHD</td>
<td>1.4</td>
<td>1.2–1.6</td>
<td>RR for fatal/RR for nonfatal</td>
</tr>
<tr>
<td>Mixed CHD</td>
<td>1.2</td>
<td>1.0–1.4</td>
<td>RR for mixed/RR for nonfatal</td>
</tr>
<tr>
<td>Nondifferential error in self-reports of</td>
<td>1.17</td>
<td></td>
<td>Based on correlation coefficients of validity of 0.9 for ethanol use;</td>
</tr>
<tr>
<td>ethanol intake</td>
<td></td>
<td></td>
<td>questionnaire vs. four 7-day diet records.</td>
</tr>
<tr>
<td>Drift from exposure level at baseline</td>
<td>1.07</td>
<td></td>
<td>Positive predictive value dropped 1%/year; negative predictive value, 3%/year.</td>
</tr>
<tr>
<td>Confounding by age</td>
<td>0.67</td>
<td></td>
<td>Crude RR divided by age-adjusted RR.</td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td></td>
<td>Residual confounding due to use of 15-year age categories.</td>
</tr>
<tr>
<td></td>
<td>0.62</td>
<td></td>
<td>Crude RRs/age-adjusted RRs; for rare drinkers, occasional drinkers, and</td>
</tr>
<tr>
<td></td>
<td>0.44</td>
<td></td>
<td>≥1 drink/day drinkers.</td>
</tr>
<tr>
<td></td>
<td>0.56</td>
<td></td>
<td>RRs from studies without age adjustment, compared with age-adjusted</td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>0.5–1.8</td>
<td>RRs by meta-regression.</td>
</tr>
<tr>
<td>Confounding by smoking</td>
<td>1.09</td>
<td></td>
<td>Age-adjusted RR/age- and smoking-adjusted RR (1–2 drinks/day).</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td></td>
<td>As above (&lt;2 drinks/day)</td>
</tr>
<tr>
<td></td>
<td>1.17</td>
<td></td>
<td>As above (≥2 drinks/day)</td>
</tr>
<tr>
<td></td>
<td>1.02</td>
<td></td>
<td>Residual confounding due to smoker misclassification due to drift from</td>
</tr>
<tr>
<td></td>
<td>1.1</td>
<td>0.79–1.6</td>
<td>RRs only age-adjusted, compared with age- and smoking-adjusted RRs by</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>meta-regression assuming an L-shape.</td>
</tr>
<tr>
<td>Confounding by age, smoking, and</td>
<td>1.04–1.09</td>
<td></td>
<td>Crude RRs/age-, smoking-, and education-adjusted RRs.</td>
</tr>
<tr>
<td>socioeconomic status combined</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.95–1.0</td>
<td></td>
<td>Crude RRs/age-, smoking-, and socioeconomic status-adjusted RRs.</td>
</tr>
<tr>
<td>Confounding by body mass index</td>
<td>0.85</td>
<td></td>
<td>Change in RR on adjustment for body mass index.</td>
</tr>
<tr>
<td>Confounding by history of chronic illness</td>
<td>0.9; 0.9; 0.95–1.1</td>
<td></td>
<td>Based on change in RR after exclusion of people with chronic illnesses from the cohorts at baseline.</td>
</tr>
<tr>
<td>Contamination of nondrinkers by ex-drinkers</td>
<td>1.0</td>
<td></td>
<td>RR = 1.0 for ex-drinkers, after adjustment for age, sex, race, smoking, body mass index, education, and marital status.</td>
</tr>
<tr>
<td></td>
<td>1.05</td>
<td>1.0–1.1</td>
<td>Antilog of meta-regression coefficient for RRs from studies with ex-drinkers included among nondrinkers.</td>
</tr>
</tbody>
</table>

* RRR, relative risk ratio, the ratio of the unadjusted relative risk (RR) to the adjusted relative risk; CI, confidence interval (where calculable).
Refutation of hypothesized confounders

In this section, we attempt to quantify uncontrolled confounding by known risk factors. Unfortunately, only a few studies provide data that enable estimation of relative risk ratios due to confounding. Moreover, the generalizability of such ratios is probably lower than that of relative risks, because they depend on the magnitudes of culturally determined associations between alcohol intake and coronary risk factors.

Age. How much of the L-shape from our meta-regression could be due to residual confounding by age? In the study of Japanese physicians (65), 15-year age categories were used. If 5-year age categories had been used, the fully adjusted relative risk would have been about 0.91 instead of 0.88, which gives a relative risk ratio of 0.97 for residual confounding by age. Comparing this to the relative risk ratio of 0.67 (the crude relative risk divided by the age-adjusted relative risk) shows that only about 7 percent of the original confounding by age remained uncontrolled. Therefore, since most studies used narrower age categories than the Japanese study, residual confounding by age seems very unlikely to be an explanation for the L-shape.

Smoking. Adjusting for smoking causes the ethanol-infarction association to be stronger, not weaker. The Japanese physician study (65) gave both age-adjusted and age- and smoking-adjusted relative risks for fatal coronary disease. This permits calculation of a relative risk ratio of 1.2 due to smoking by heavier drinkers. Among lighter drinkers, the ratio was 1.0, meaning no confounding. In the American Cancer Society study (31), the ratio among men who reported having one or two drinks per day was 1.1.

How much of the flattening of the curve at higher doses of ethanol might be due to residual confounding by smoking? Some residual confounding would result from misclassification of ex-smokers as smokers. In the Framingham Study (120), it was shown that 40 percent of nondrinkers who had been smokers at baseline were ex-smokers after 10 years of follow-up, whereas among drinkers the figure was 30 percent. Calculations suggest that this would result in a relative risk ratio of only 1.02 due to residual confounding by smoking. Additional residual confounding from other kinds of error in quantifying smoking would tend to bias the relative risk further upward.

Education and socioeconomic status. Two reports (31, 48) enabled calculation of relative risk ratios of 0.95–1.09 for net confounding by age, smoking, and education or socioeconomic status, but ratios for education or socioeconomic status alone were not calculable (table 5). It appears unlikely that residual confounding by education or socioeconomic status is an explanation for the association, but it is possible that these variables are poor proxies for an unmeasured confounder with a high relative risk ratio.

Obesity. If obese people were more likely to be nondrinkers, the ethanol-infarction association could be due partly to residual confounding by obesity. A review (101) of 51 studies of the relation between alcohol intake and adiposity showed no clear overall pattern. The Kaiser Permanente study (77), the Honolulu Heart Study (121), and the Nurses’ Health Study (122) found that nondrinkers were more likely to be obese, but this was not found in the Health Professionals Study (122). In the Kaiser Permanente study (77), adjustment for body mass index caused the relative risk for fatal heart disease to attenuate from 0.56 to 0.66, which gives a relative risk ratio of 0.85. Weight loss was the reason given by 15 percent of people who reported having reduced their intake of alcohol. This subgroup had a relative risk of 1.4 (95 percent CI 0.97–2.0), adjusted for age, sex, race, smoking, body mass index, marital status, and education.

Physical activity. A more likely source of residual confounding is physical activity, because it is much more difficult to measure than obesity. In fact, only four cohort studies (26, 28, 42, 68) adjusted for measures of physical activity. In the Alameda County
Study (42), the adjustment had a negligible effect on the relative risk, but this could be merely because the index of physical activity was poor. A meta-analysis (100) concluded that people in sedentary occupations have a relative risk of 1.9 (95 percent CI 1.6–2.2) for coronary disease when compared with people in active occupations. This is comparable to the relative risk for smoking. If the association between a sedentary lifestyle and nondrinking were as strong as that between nonsmoking and nondrinking, the relative risk ratio for a sedentary lifestyle would be between 1.0 and 1.1.

Diet. The vast literature on diet and heart disease suggests that multiple nutrients influence risk (123). The Honolulu (23), Nurses’ (28), and Health Professionals (29) studies adjusted for multiple dietary risk factors, including saturated and polyunsaturated fats and cholesterol. Adjustment for nutrients had almost no effect. This is consistent with the lack of strong associations between ethanol and nutrient intake in the Honolulu (121), Nurses’ (122), and Health Professionals (122) cohorts.

The latest hypothesis to be corroborated in more than one study is that antioxidants, such as vitamin E and beta-carotene, may be protective. In the Health Professionals cohort (124), ethanol intake was only slightly higher in the lowest quintile of vitamin E intake. In the Nurses’ Health Study (125), there was no association between intakes of ethanol and vitamin E.

The meta-analysis (88) of coffee intake and risks of fatal and nonfatal heart disease found that the relative risks tended to be elevated among drinkers of five or more cups per day. In some studies, alcohol drinkers consume more coffee than nondrinkers (126). Like smoking, this would tend to flatten the curve at higher doses but would not explain the reduction in risk at low doses of ethanol. Two studies (23, 27) adjusted for coffee intake and found that it did not affect the association with ethanol.

Medications. Confounding by medications is substantially avoided by restricting cohorts to subjects without clinical disease. However, in a healthy population, aspirin use (127) could magnify the ethanol-infarction association if nondrinkers abstained from aspirin while occasional drinkers took it frequently. Current use of postmenopausal estrogens in the Nurses’ Health Study (128) was associated with an average ethanol intake of 7.9 g/day, compared with 7.5 g/day among former users and 7.3 g/day among never users. This would slightly exaggerate the ethanol-infarction association among women because of the cardioprotective effect of estrogen (128).

Intermediate biochemical markers. A physiologic coronary risk factor such as high density lipoprotein cholesterol, blood pressure, or diabetes can be both a confounder and an intermediate in the causal pathway between ethanol intake and infarction. Not adjusting for it would leave residual confounding; adjusting for it would tend to underestimate the association (129). Special methods to control for confounding by intermediates have only recently been developed (129) and were not used in any of the studies reviewed here. Criqui et al. (39) reported that adjustment for high density lipoprotein cholesterol reduced but did not eliminate the ethanol-infarction association. In the Kaiser Permanente cohort study (27), relative risk ratios for blood pressure, serum cholesterol, and glucose ranged from 0.98 to 0.90 when these variables were added to models that had already adjusted for age, smoking, sex, race, coffee intake, and education. The Nurses’ Health Study (130) found that ethanol may be protective against the original development of diabetes, which would mean that adjusting for diabetes, as in several cohort studies (28, 29, 43, 44, 50, 52, 53), would result in some underestimation of the effect of ethanol.

Refutation of reverse causation

Shaper (119) hypothesized that existing diseases cause drinkers to quit, such that the nondrinking category becomes contaminated by ill people. If the illness is heart disease itself, this would be reverse causation bias. Indeed, in the Kaiser Permanente
study (77), about 40 percent of ex-drinkers said they had quit for medical reasons. Moreover, data from the Alameda County Study (42) and the Italian part of the Seven Countries Study (81) indicate relative risk ratios of 0.9 if history of chronic illness is treated as a confounder. However, Shaper's hypothesis was refuted by the large cohort studies (28, 29, 31, 77), which found that the ethanol-infarction association persisted when analyses excluded ex-drinkers and/or people with chronic illnesses. In the American Cancer Society study (31), among the 33 percent of men who were "sick at enrollment," the prevalence of drinking was actually the same as in the rest of the cohort, and the relative risks for coronary death were virtually identical. In the Health Professionals Study (29), which excluded men entirely if they had a history of cancer, myocardial infarction, angina, stroke, or cardiac procedures, an additional analysis was carried out after further exclusions: history of gout, diabetes, hypercholesterolemia, hypertriglyceridemia, hypertension, or other heart problems. The resulting relative risk ratios were 1.1 among occasional drinkers and 0.95 among light drinkers.

In the Kaiser Permanente cohort (77), the 50 percent excess in age-adjusted incidence of fatal cardiovascular outcomes among ex-drinkers as compared with never drinkers disappeared after adjustment for sex, race, smoking, body mass index, marital status, and education. Similar adjustments did not eliminate the excess incidence of noncardiovascular death (relative risk = 1.3, 95 percent CI 1.0–1.7). This suggests that Shaper's concerns may be valid for studies of total mortality but not for coronary mortality.

Reverse causation could have biased the association in several case-control studies (13, 19–21) that included patients who had had previous diagnoses of myocardial infarction.

**Refutation of unmeasurable confounders and biases**

In addition to the confounders and biases mentioned above, there are other potential explanatory factors that were not measured or controlled: stress, personality, lying, physical activity at work, and nonethanol ingredients of alcoholic drinks. Hill's (131) criteria for causal inference are useful as weak tests of these alternatives. Although they are commonly used as a checklist of supporting evidence, we shall see how the criteria are better treated as criteria for refuting unmeasurable or unknown confounding and bias.

**Strength of association.** A strong association is harder to explain away as being due to an unnoticed alternative risk factor. By Hill's definition of strong (131), the relation in the ethanol-infarction association is weak. Therefore, it is reasonable to hypothesize that life events, Type A behavior, and anger, which are hypothesized to be risk factors for heart disease (132), might be confounders. These phenomena are difficult to measure and, indeed, none of the cohort studies mentioned controlling for them. Evidence for only weak confounding comes from a meta-analysis of Type A behavior and risk of coronary disease which concluded that the relation was found only in a subset of studies and was weakened if the meta-analysis weighted studies by size (102). There is some evidence that Type A men drink more alcohol than Type B men (103). Type A behavior would have to be very strongly associated with ethanol intake to produce substantial confounding.

**Consistency.** Several hypotheses concerning unmeasured confounders are refuted by the fact that the ethanol-infarction relation is seen consistently across diverse populations. If diversity is defined as "large between-population variability in the magnitude and direction of associations between ethanol intake and confounders," then diversity can be viewed as quasi-randomization by Nature. This author believes that diversity tends to increase the variability of the magnitude of confounding across studies. There is no reason why the confounding would tend to cancel out with large numbers of studies (as it would in a randomized trial), but if the magnitude of the ethanol-infarction association is consistent across diverse populations, it is harder
to explain it away as being due to unmeasured confounders.

The hypothesis that other ingredients of certain alcoholic beverages are the actual preventives, not the ethanol itself, is refuted by the consistency of the association across different types of alcoholic drinks. Weighted averaging of the relative risks reported for beer, wine, and liquor separately in five cohort studies (23, 28, 36, 46, 77), plus data from the Health Professionals Study (Eric Rimm, Harvard University, personal communication, 1992), gave almost identical relative risks: 0.78 (95 percent CI 0.70–0.87) for beer, 0.74 (95 percent CI 0.65–0.85) for wine, and 0.79 (95 percent CI 0.72–0.86) for liquor.

Cross-cultural consistency helps rule out distortion due to drinkers’ lying about their intake and confounding due to an undiscovered dietary factor or health-related behavior. Reasons for not drinking would probably be quite different among elderly Americans who lived through the Prohibition era than among middle-aged Japanese physicians. The more diverse the cultures are, the more difficult it is to explain the association as being due to a cultural allocation bias.

The association was consistent between the sexes. A weighted average of relative risks from studies that included women (27, 28, 35, 37, 39, 41–44, 46, 53, 58), excluding the American Cancer Society study, yielded a relative risk of 0.81 (95 percent CI 0.66–0.98) for occasional drinkers versus nondrinkers. In the female portion of the American Cancer Society study (32), the corresponding relative risk was 0.87 (95 percent CI 0.80–0.93). Regression estimates of the relative risk ratio for females versus males ranged from 0.96 to 1.16. This suggests that substantial confounding by sex-specific exposures such as estrogen use did not occur.

Consistency across the age spectrum was also seen. A weighted average of the relative risks for people over 65 from six studies (35, 37, 57, 52, 77, 133) yielded a relative risk of 0.78 (95 percent CI 0.72–0.86) for drinkers versus nondrinkers. This, plus the consistency of the association in the 1960s, 1970s, and 1980s and in both sick and healthy populations, helps further rule out confounding by physical activity, medications, or illnesses.

**Dose response.** The existence of a monotonic trend in risk, i.e., a continuously increasing or decreasing dose-response relation (or “biologic gradient”), is a special case of the criterion of consistency across diverse subgroups. Here groups differ in their doses of ethanol. The monotonic trend at low doses (table 4) from incremental regression refutes the hypothesis that the ethanol-infarction association was entirely due to contamination of the nondrinking group by ex-drinkers.

If the monotonic trend had continued beyond the low-dose range, many of the hypothesized biases and uncontrolled confounders would have been further discredited. As it is, the L-shape leaves critics a toehold. It is still possible to argue that there is confounding by some characteristic of people who seldom or never drink alcohol.

**Plausible mechanism.** The lack of a smooth dose-response relation may mean that some confounders are more difficult to refute, but it is does not rule out causation. The relation between aspirin intake and coronary risk is believed to be L-shaped, and a plausible mechanism has been demonstrated: Aspirin taken at low doses every other day produces a sustained reduction in platelet aggregability—i.e., a saturation curve (127). It is plausible that ethanol at low doses has a similar effect (134).

A refutationist is suspicious of mechanistic arguments used to bolster the hypothesis of interest. Literature on the biomedical effects of ethanol illustrates the need for suspicion (135). Ethanol appears to have many effects on the circulatory system, some beneficial, some adverse. A mechanism can be found to support any prejudice.

The main use of the plausibility criterion should be to cast doubt on mechanisms that
are implausible because of their complexity. An example of a less plausible mechanism is the hypothesis that psychological characteristics of nondrinkers and heavy drinkers predispose them to stress, and consequently heart disease, whereas occasional and moderate drinkers are more emotionally adjusted. This hypothesis is convoluted with multiple steps, each of which provides many opportunities for the association to be diluted by other causes. By comparison, the direct biochemical effects of ethanol are more plausible explanations, because they involve fewer intermediate steps where other causal factors might intervene.

**Coherence.** Plausibility is reduced by "incoherent" evidence. For example, the ethanol-infarction hypothesis was once criticized because evidence seemed to suggest that subfraction 2 of high density lipoprotein cholesterol (HDL₂) was more protective than subfraction 3 (HDL₃). This was incoherent with the observation that ethanol elevated HDL₃ more than HDL₂. The incoherence has since been resolved. Current evidence suggests that HDL₃ is at least as protective as HDL₂ (136).

**Analogy.** Arguments for mechanistic plausibility often draw on analogies. For example, ethanol appears to have an analogous, apparently protective effect on risk of symptomatic gallstones (104), a disease which shares other etiologic factors with coronary heart disease, such as obesity, low vegetable intake, and possibly smoking. Like the criterion of plausibility, analogy is easy to misuse. The use of analogy in a refutationalist analysis is mainly for generating competing hypotheses. For example, our concern about selection bias in case-control studies was based largely on analogy with other case-control studies in which selection bias has been documented (137).

**Specificity.** Ethanol lacks "specificity of effect," because it has multiple biologic and behavioral effects. Consequently, it is easy to hypothesize biases in case-control studies (e.g., selection bias and recall bias) and in cohort studies (e.g., differential loss to follow-up and residual confounding). In addition, coronary heart disease lacks "specificity of cause," because it has a multifactorial etiology. This means we can easily add plausible hypotheses to the list of potential confounders. Specificity is a somewhat tautologic criterion: It amounts to a re-statement of the principle that causal inference is contingent on lack of alternative explanations.

**Temporality.** The principle that cause must precede effect is used to refute reverse causation. Earlier in this review, we saw that reverse causation was refuted by restricting cohorts to subjects who reported no history of chronic disease.

**DISCUSSION**

Deductive meta-analysis of evidence for and against more than 20 hypotheses concerning the relation between ethanol intake and incidence of myocardial infarction corroborated the preventive hypothesis by weakening competing hypotheses. The decline in risk at low doses does not appear to this author to be due to random sampling variation, selection bias, reverse causation, or error in measuring ethanol intake or heart disease. Confounding by an unidentified risk factor that is common in nondrinkers but not in occasional drinkers is hard to imagine. Residual confounding by a combination of factors—obesity, sedentary lifestyle, aspirin, and diet—is difficult to rule out, but when I construct such a mixed hypothesis, it seems too contrived.

As for the flattening of risk with ethanol intake greater than one drink every other day, several competing explanations remain. One is that multiple effects of ethanol on blood cancel each other out and the overall result is a "saturation effect," a true flattening of the preventive relation. Another is that error in measuring ethanol intake and confounders among heavier drinkers causes a spurious flattening of the curve. Therefore, the U-hypothesis is not yet conclusively refuted.
Clinical advice

This analysis suggests that people who have 2–4 alcoholic drinks per day can safely cut their intake to one drink per day. On the other hand, most health professionals still refrain from suggesting that nondrinkers start drinking small quantities of ethanol (138). Equally effective prevention of heart disease may be achieved by other means (139), including control of weight and blood pressure, use of aspirin and possibly antioxidant supplements, moderate exercise, and intake of oleic acid instead of saturated and trans fatty acids.

Meta-analysis controversy

This review has demonstrated that a refutationist approach to epidemiologic inference is a solution to the problem of overinterpretation of meta-analysis in epidemiology. Meta-analyses should be designed as tests of competing explanations, not mere summaries of summaries. Meta-analyses of randomized double-blind trials have the luxury of focusing on the refutation of chance (random imbalance of net confounding), because selection bias, information bias, and nonchance confounding are minimized by randomization and blinding. Meta-analyses of nonexperimental studies are more difficult, because they must refute many more competing hypotheses before causation can be inferred.

The controversy (1, 140–143) about meta-analysis of nonexperimental studies is in large part a reaction to the overinterpretation of confidence intervals that exclude the null value and overreliance on the consistency criterion. The narrowness of meta-confidence intervals merely forces us to grapple with the fact that confidence intervals in nonexperimental studies represent only one type of uncertainty, the meaning of which is obscure (106). The consistency criterion corroborates the causal hypothesis of interest only indirectly by refuting confounders and biases that differ across studies. It does not refute confounders and biases that recur consistently in many studies.

Remaining problems

This meta-analysis could have been more rigorously deductive. Many competing hypotheses, particularly that of publication bias, were treated only semiquantitatively. A more thorough search of the literature for ancillary data would have been desirable given additional resources. With better estimates of relative risk ratios (including their variances and heterogeneity across studies), it would have been fruitful to perform sensitivity analyses of the effect of dividing observed relative risks by relative risk ratios to adjust for hypothesized study flaws.

Incomplete is an inevitable characteristic of a deductive meta-analysis, for the same reasons that the combination of selected variables, transformations, and modeling assumptions is virtually limitless in multivariate analysis (89). The open-endedness reflects the manner by which generalizable knowledge grows, but poses a challenge for authors' time, editors' space, and readers' interest. A quick and simple meta-synthesis is more intelligible at the risk of being misleading. A long and complex deductive approach is more rigorous at the risk of being unintelligible. The optimum combination of parsimony and rigor will depend on the number of competing hypotheses, the quantity of evidence available, and social costs of the policy alternatives.
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